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Abstract Finding subgraphs of small diameter in undirected graphs has been
seemingly unexplored from a parameterized complexity perspective. We per-
form the first parameterized complexity study on the corresponding NP-hard
s-Club problem. We consider two parameters: the solution size and its dual.
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1 Introduction

The search for cohesive subgraphs is an important task in network analysis.
The standard model for a cohesive subgraph is the complete subgraph, called
clique. In many applications, however, the clique requirement is too strict.
To deal with this problem, the application of clique relaxations has been pro-
posed [1, 3, 21]. Cliques are precisely the graphs that have diameter 1. We study
a concept that relaxes this diameter requirement, so-called s-clubs: an s-club
is a graph that has diameter at most s [1]. Hence, 1-clubs are cliques; in this
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work we study s-clubs for s > 1. The s-club concept was defined in the context
of social sciences [1], and it has recently been used in the analysis of social [17]
and biological [19] networks. The task of finding an s-club of order k can be
formalized as follows:

s-Club

Input: An undirected graph G = (V,E) with integer k ≥ 1.
Question: Is there a set of vertices S ⊆ V of size k such that G[S]
has diameter at most s?

s-Club is NP-complete [7], even in graphs of diameter s + 1 [3]. For s ≥ 2,
every graph contains an s-club of order∆(G)+1, where ∆(G) is the maximum
degree of G, namely the graph that is induced by the closed neighborhood of
a vertex with maximum degree. Hence, s-Club is nontrivially posed only
if k > ∆(G) + 1. In contrast, for every constant s ≥ 2, there is no polynomial-
time algorithm for deciding whether a graph G has an s-club of order at
least ∆(G) + 2, unless P=NP [8]. Finding a maximum-cardinality s-club is
inapproximable within a factor of |V |1/3−ǫ, for any ǫ > 0, unless P=NP [16].
For even s, the inapproximability result has been strengthened to a factor
of |V |1/2−ǫ [2]. Integer linear programs [3, 7] as well as heuristics [6] have been
proposed for s-Club. Since 1-Club is equivalent to Clique, it is W[1]-hard
with respect to the parameter solution size [9].

We initiate the study of s-Club for s ≥ 2 within the framework of pa-
rameterized computational complexity [10, 12, 18]. We study two parameters
and their influence on the computational complexity of s-Club: the solution
size k and its dual d := |V | − k, which we refer to as “size of the deletion set”.
For parameter k as well as parameter d we obtain fixed-parameter tractability.
This contrasts the W[1]-completeness of 1-Club or, equivalently, Clique pa-
rameterized by the solution size k. In detail, our results are as follows: for the
parameter k the problem does not admit a polynomial-size many-to-one ker-
nel but a k2-vertex Turing kernel for even s and a k3-vertex kernel for odd s.
This shows the potential and limitations of polynomial-time preprocessing and
contributes to the currently very short list of parameterized problems on gen-
eral graphs for which both nonexistence of a polynomial-size problem kernel
and existence of a polynomial-size Turing kernel are known.1 Furthermore, we
show that s-Club can be solved in O((k − 2)k · k! · k3|V |+ |V ||E|) time by a
branching algorithm. For the dual parameter d, we present a simple branching
algorithm that runs in O(2d · |V ||E|) time.

Preliminaries. We only consider undirected graphs G = (V,E), with vertex
set V and edge set E ⊆ {{u, v} | u, v ∈ V }. Throughout this work, let n :=
|V | and m := |E|. Furthermore, we assume that n = O(m) since we can
remove isolated vertices in linear time from G. The distance d(u, v) between
two vertices u and v is the length of a shortest path between u and v. The
diameter of a graphG is the maximum of all distances between any two vertices

1 To our knowledge, k-Leaf Out-Branching and k-Leaf Out-Tree are so far the only
other problems for which this has been shown [11].
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u and v of G. The (open) i-neighborhood Ni(v) := {u | 1 ≤ d(u, v) ≤ i} of v is
the set of vertices that have distance at most i to v. The closed i-neighborhood
of v is Ni[v] := Ni(v) ∪ {v}. The exact i-neighborhood N◦

i (v) := {u | d(u, v) =
i} of v is the set of vertices that have distance exactly i to v. For a vertex
set S, we use G[S] to denote the subgraph of G induced by S having edge
set E′ = {{u, v} ∈ E | u, v ∈ S}.

Parameterized complexity [10, 12, 18] is a two-dimensional framework for
studying the computational complexity of problems. One dimension is the
input size n (as in classical complexity theory), and the other one is a param-
eter k. A parameterized problem L is fixed-parameter tractable if there is an
algorithm that decides in f(k) · poly(n) time whether (x, k) ∈ L, where f is a
computable function depending only on k. Data reduction aims at the elimi-
nation of polynomial-time “solvable” parts of the input data, to obtain “hard”
cores [4, 14]. A parameterized problem L admits a (many-to-one) problem ker-
nel if there is a polynomial-time transformation of any instance (I, k) to an
instance (I ′, k′) such that (I, k) ∈ L ⇔ (I ′, k′) ∈ L, |I ′| ≤ g(k), and k′ ≤ k. A
problem kernel is polynomial if g(k) is a polynomial function. While a param-
eterized problem is fixed-parameter tractable if and only if it has a problem
kernel [10], polynomial many-to-one kernels presumably cannot be obtained
for every fixed-parameter tractable problem [5]. An extension of the classical
problem kernel definition are so-called Turing kernels. We use a definition of
Turing kernels given by Lokshtanov [15]. It relies on the notion of t-oracles:
A t-oracle for a parameterized problem L is an “oracle” that takes as input
(I, k) with |I| ≤ t, k ≤ t, and decides (I, k) ∈ L in constant time. A param-
eterized problem L admits a g(k)-size Turing kernel if there is an algorithm
which, given an input (I, k) together with a g(k)-oracle for L, decides whether
(I, k) ∈ L in time polynomial in |I| and k. A Turing kernel is polynomial if g
is a polynomial function.

2 Turing Kernels for the Parameter Solution Size

Using a methodology due to Bodlaender et al. [5], we show that s-Club does
not admit a polynomial (many-to-one) problem kernel. It relies on the notion
of compositional parameterized problems for which there can be no polynomial
problem kernels under some complexity-theoretic assumptions. Afterwards, we
contrast this result by showing a polynomial Turing kernel for s-Club.

Lemma 1 [5, 13] Let L be a compositional parameterized problem whose “un-
parameterized version L̂” is NP-complete. Then, L does not admit a polyno-
mial kernel unless NP ⊆ coNP/poly.

We use the following characterization of compositional graph problems for
showing that s-Club is compositional:

Lemma 2 [5] Let L be a parameterized graph problem such that for any pair
of graphs G1 and G2, and any integer k ∈ N, we have

((G1, k) ∈ L ∨ (G2, k) ∈ L) ⇔ (G1 ⊎G2, k) ∈ L,



4

where G1 ⊎G2 is the disjoint union of G1 and G2. Then L is compositional.

Lemma 3 s-Club is compositional.

Proof In order to apply Lemma 2, we show that (G1, k) or (G2, k) is a yes-
instance ⇔ (G1 ⊎G2, k) is a yes-instance. The “⇒”-direction follows from the
fact that every subgraph of G1 or G2 is also a subgraph of G1⊎G2. The “⇐”-
direction follows from the fact that every s-club is connected and that every
connected subgraph of G1⊎G2 is either a subgraph of G1 or a subgraph of G2.

⊓⊔

By using the facts that s-Club is compositional, that its unparameterized ver-
sion is NP-complete [7], and by applying Lemma 1, we arrive at the following.

Theorem 1 s-Club does not admit a polynomial kernel with respect to the
parameter “solution size” unless NP ⊆ coNP/poly.

Next, we contrast this result by showing a polynomial Turing kernel for s-
Club, s ≥ 2. The following simple observation is the basis for our Turing
kernelization for s-Club:

Observation 1 If a vertex v is part of an s-club S, then only vertices in the
s-neighborhood of v can also be part of S.

The main idea of our Turing kernelization is that either s-Club has an “easy-
to-find” solution or the size of the s-neighborhood of each vertex in G is
bounded from above by a function polynomial in k. The following rule finds
these easy order-k s-clubs of a graph:

Rule 1 If there exists a vertex v ∈ V with |N⌊s/2⌋(v)| ≥ k − 1, then return
“yes”.

Lemma 4 Rule 1 is correct and can be exhaustively performed in O(nm) time.

Proof Let v be a vertex with |N⌊s/2⌋(v)| ≥ k − 1 and let S := N⌊s/2⌋[v]. We
show that G[S] is an s-club, that is, the pairwise distance of any two vertices
x, y ∈ N⌊s/2⌋[v] is at most s. Since x, y ∈ N⌊s/2⌋[v] and by the definition of
N⌊s/2⌋[v], the distance from x to v is at most ⌊s/2⌋ and the distance from v to
y is at most ⌊s/2⌋. Consequently, the distance between x and y is at most s.
This proves the correctness of Rule 1. As to the running time, computing
N⌊s/2⌋[v] can be done in O(m) time for each vertex by breadth-first search.
Overall, Rule 1 thus runs in O(nm) time. ⊓⊔

Obviously, Rule 1 can be modified to output the corresponding s-club as
well. In the following, we describe how to obtain a polynomial Turing ker-
nel. For each vertex v of G, we query the t-oracle for an s-club of order k
within Ns[v]. Due to Observation 1 it is obvious that there exists an s-club
of order k in G if and only if there exists an s-club of order k in one of these
s-neighborhoods. Hence, the Turing kernel is correct. It remains to bound the
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size of each s-neighborhood by some function g(k). Therefore, we assume in
the following that Rule 1 has been applied and show that this upper-bounds
the s-neighborhood of each vertex v ∈ V . For this we distinguish between even
and odd values of s. First, we show that s-Club admits a k2-vertex Turing
kernel if s is even, then we show that s-Club admits a k3-vertex Turing kernel
if s is odd.

Using the exact i-neighborhoodN◦
i (v), we observe that Ns[v] is expressible

by the union of two sets:

Lemma 5 When s is even, Ns[v] = Ns/2[v] ∪ Ns/2(N
◦
s/2(v)).

Proof Lemma 5 can be seen as follows. By definition, any vertex that has
distance at most s/2 from v is in Ns/2[v]. Any vertex x with s/2 ≤ d(v, x) ≤ s
has distance at most s/2 to at least one vertex in N◦

s/2(v) and thus belongs to

Ns/2(N
◦
s/2(v)). ⊓⊔

Using Lemma 5, we show the following.

Theorem 2 For even s, s-Club admits a k2-vertex Turing kernel, which can
be computed in O(nm) time.

Proof The Turing kernelization consists of applying Rule 1, and then creating
for each v ∈ V a graph that is induced by Ns[v]. The running time follows
from Lemma 4 and the fact that for each v ∈ V the graph induced by Ns[v]
can be constructed in O(m) time, by first applying breadth-first search to
obtain Ns[v] and then adding the edges of G with both of endpoints in Ns[v].

It remains to bound the number of vertices in Ns[v]. Using Lemma 5,
this can be done by bounding the sizes of Ns/2[v] and Ns/2(N

◦
s/2(v)). After

Rule 1 has been applied, Ns/2[v] contains at most k vertices, as illustrated in
Figure 1(a). The size of N◦

s/2(v) is thus also at most k − 1. Furthermore, for

each vertex w ∈ N◦
s/2(v), the size of Ns/2(w) is also upper-bounded by k−1, as

illustrated in Figure 1(b). Thus, the size ofNs/2(N
◦
s/2(v)) is at most k2−2k+1.

Hence, the size of Ns/2[v] ∪ Ns/2(N
◦
s/2(v)) is at most k + k2 − 2k + 1 ≤ k2.

By Lemma 5, |Ns[v]| ≤ k2 follows. ⊓⊔

For odd s, the argumentation is different: instead of bounding the size
of two subsets of Ns[v], we now bound the size of three subsets. We denote
N⌊s/2⌋ by N(s−1)/2 in the following; this is equivalent since s is odd. Using the
(s− 1)/2-neighborhood, we can express Ns[v] by the union of three sets:

Lemma 6 Ns[v] ⊆ N(s−1)/2[v] ∪N(s−1)/2(N
◦
(s−1)/2(v)) ∪N(s−1)/2(N

◦
s−1(v)).

Proof By definition, any vertex with distance at most (s − 1)/2 to v is in
N(s−1)/2[v]. Any vertex y with (s − 1)/2 ≤ d(v, y) ≤ s − 1 has distance at
most (s − 1)/2 to at least one vertex in N◦

(s−1)/2(v) and thus belongs to

N(s−1)/2(N
◦
(s−1)/2(v)). Any vertex z with s − 1 ≤ d(v, z) ≤ 3(s − 1)/2 has

distance at most (s− 1)/2 to at least one vertex in N◦
s−1(v) and thus belongs

to N(s−1)/2(N
◦
s−1(v)). Since 3(s − 1)/2 = 1.5s − 1.5 ≥ s for s ≥ 3, we have

considered all vertices in Ns[v], and the claim follows. ⊓⊔
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Fig. 1 Turing kernelization via Rule 1 for s-Club with even s.

Using Lemma 6, we show the following.

Theorem 3 For odd s ≥ 3, s-Club admits a k3-vertex Turing kernel, which
can be computed in O(nm) time.

Proof The kernelization and its running time analysis are completely anal-
ogous to Theorem 2. Hence, we only bound the size of Ns[v] to show the
kernel size by upper-bounding the number of vertices in each of the three sets
N(s−1)/2[v], N(s−1)/2(N

◦
(s−1)/2(v)) and N(s−1)/2(N

◦
s−1(v)).

After application of Rule 1, the closed (s − 1)/2-neighborhood of v con-
sists of at most k vertices. Hence, |N◦

(s−1)/2(v)| ≤ k − 1. For each vertex

w ∈ N◦
(s−1)/2(v) the size of N(s−1)/2(w) is at most k − 1. Thus, the size of

N(s−1)/2(N
◦
(s−1)/2(v)) is at most k2−2k+1. Therefore, also the size of N◦

s−1(v)

is at most k2 − 2k + 1. For each vertex x ∈ N◦
s−1(v) we have |N(s−1)/2(x)| ≤

k − 1. Thus the size of N(s−1)/2(N
◦
s−1(v)) is at most k3 − 3k2 + 3k − 1. By

Claim 6, the kernel thus contains at most k+k2−2k+1+k3−3k2+3k−1 ≤ k3

vertices. ⊓⊔

3 Two Branching Algorithms

We present two branching algorithms for s-Club. First, we present an algo-
rithm for the parameter solution size k. The main idea of this algorithm is to
test for each v ∈ V whether there is an s-club that contains v. This is done by
considering {v} as “seed” of an s-club and then branching into all possibilities
to extend it. This branching is performed recursively until the considered set
has size k. For a size-k set S, we then check whether G[S] is an s-club. The
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Algorithm: Branch-s-club (G,S,k)
Input: A graph G, a set S, an integer k
Output: An order-k s-club S′ such that S′ ⊇ S if such an s-club exists.

1 if |S| < k then

2 for each u ∈ S
3 for each w ∈ {N1(u)\S}
4 call Branch-s-club(G,S ∪ {w},k)
5 else

6 if G[S] is an s-club then output S

Fig. 2 Pseudo-code of the branching algorithm for parameter solution size k.

pseudo-code of the branching algorithm Branch-s-club is presented in Figure 2.
Next, we show that a call to Branch-s-club(S,G, k) returns an order-k s-club
that comprises S if such an s-club exists.

Lemma 7 The algorithm Branch-s-club given in Figure 2 is correct.

Proof First, the size of the set S is checked. If |S| < k, then at least one
vertex needs to be added in order to obtain an order-k s-club. Furthermore,
since we can assume that the s-club is connected, we must add a vertex that
is a neighbor of some vertex u ∈ S. Hence, we branch first into all possible
choices for u (Line 2), then we branch into all possible choices for adding a
neighbor w /∈ S of u (Line 3). For each choice of w, we recursively call the
algorithm with S ∪ {w} (Line 4).

If S = k, then we test in Line 6 whether S is an s-club. If this is the case,
then we output S. Clearly, all connected size-k vertex sets that contain S will
be checked whether they form an s-club. ⊓⊔

In general, the algorithm Branch-s-club does not yield fixed-parameter tract-
ability for parameter k since in Line 3 it branches into an unbounded number
of cases. The number of choices is bounded, however, when the algorithm runs
on a graph to which Rule 1 has been applied.

Theorem 4 s-Club, s ≥ 2, can be solved in O((k − 2)k · k! · kn+ nm) time.

Proof The algorithm works as follows: First, apply Rule 1 to the input graphG.
If Rule 1 does not return a trivial s-club, call Branch-s-club for each v ∈ V .
The correctness of this approach follows from Lemma 7. It remains to bound
the running time of this algorithm.

The exhaustive application of Rule 1 takes O(nm) time. Then, Branch-s-
club is called for each v ∈ V . For each v, the number of recursive calls can be
upper-bounded as follows. The algorithm branches into all possibilities to add
a neighbor of a vertex in S. In the first branching step, that is, when S = {v},
there are k − 1 possible choices after application of Rule 1. When |S| > 1,
we consider the neighbors of each vertex in S. Since each vertex of S has at
most k− 1 neighbors and at least one neighbor in S, the number of vertices to
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consider is at most k − 2. Hence, the number of recursive calls is |S| · (k − 2).
Branching is performed as long as |S| ≤ k−1. The overall number of recursive
calls thus is

(k − 1) · 2 · (k − 2) · ... · (k − 1) · (k − 2) < (k − 1)! · (k − 2)k−1.

Testing whether S is an s-club takes O(k3) time using breadth-first search
from each vertex in S. Overall, we need O(nm) time for Rule 1, then we make
n calls to a function which calls itself up to (k − 2)k−1 · (k − 1)! times, and
additionally tests the at most (k− 2)k−1 · (k− 1)! resulting sets in O(k3) time.
The overall running time bound follows. ⊓⊔

Finally, we describe a simple fixed-parameter algorithm for the dual parame-
ter d := n−k. The idea is to branch on vertices that have distance at least s+1:
at least one of them is not part of the solution.

Theorem 5 s-Club can be solved in O(2d · nm) time, where d := n− k.

Proof The search tree strategy proceeds as follows: Search for a pair of vertices
u and v with d(u, v) ≥ s+ 1. If no such pair exists, then the graph is already
an s-club and no further vertices need to be deleted. The search for these pairs
takes O(nm) running time using breadth-first search starting from each of the
n vertices in the graph. Since u and v have too high distance from each other,
at least one of them has to be deleted. Hence, branch into the two subcases of
deleting either u or v and set d := d− 1. Branching stops if d = 0 or an s-club
has been found. Hence, the size of the search tree is at most 2d. ⊓⊔

4 Conclusion

We conclude with several open questions. First, concerning the parameter so-
lution size k, is there a linear Turing kernel and is there an algorithm with
running time ck ·poly(n) for constant c? Second, concerning the dual parame-
ter d, is there a polynomial kernel for this parameter and can the exponential
part of the running time be improved to o(2d)? Finally, many questions arise
concerning the complexity of s-Club in special graph classes. For example, the
problem can be formulated in monadic second-order logic [20] leading to several
tractability results. For instance, s-Club is fixed-parameter tractable param-
eterized by the treewidth of the input graph and fixed-parameter tractable
parameterized by s in case the input graph is planar [20]. What is the running
time of direct combinatorial algorithms for these special cases?
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